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Abstract

The integration and fixation preferences of DNA transposons, one of the major classes of eukaryotic transposable elements, have never been evaluated comprehensively on a genome-wide scale. Here, we present a detailed study of the distribution of DNA transposons in the human and bat genomes. We studied three groups of DNA transposons that integrated at different evolutionary times: 1) ancient (>40 My) and currently inactive human elements, 2) younger (<40 My) bat elements, and 3) ex vivo integrations of piggyBat and Sleeping Beauty elements in HeLa cells. Although the distribution of ex vivo elements reflected integration preferences, the distribution of human and (to a lesser extent) bat elements was also affected by selection. We used regression techniques (linear, negative binomial, and logistic regression models with multiple predictors) applied to 20-kb and 1-Mb windows to investigate how the genomic landscape in the vicinity of DNA transposons contributes to their integration and fixation. Our models indicate that genomic landscape explains 16–79% of variability in DNA transposon genome-wide distribution. Importantly, we not only confirmed previously identified predictors (e.g., DNA conformation and recombination hotspots) but also identified several novel predictors (e.g., signatures of double-strand breaks and telomere hexamer). Ex vivo integrations showed a bias toward actively transcribed regions. Older DNA transposons were located in genomic regions scarce in most conserved elements—likely reflecting purifying selection. Our study highlights how DNA transposons are integral to the evolution of bat and human genomes, and has implications for the development of DNA transposon assays for gene therapy and mutagenesis applications.
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Introduction

Transposable elements (TEs) make up approximately half of the human genome (Lander et al. 2001). Broadly, they are classified as retrotransposons (Class I), which move by means of reverse-transcribed RNA intermediates, and DNA transposons (Class II), which move directly as DNA intermediates by either cut-and-paste (nonreplicative) or copy-and-paste (replicative) mechanism. The cut-and-paste elements occupy up to 3% of the human genome (copy-and-paste elements are absent in human) and fall into at least seven superfamilies (Lander et al. 2001; Pace and Feschotte 2007) of which the most numerous are members of the hAT superfamily (with MER1-Charlie elements occupying 1.39% of the genome) and Tc1/mariner superfamily (with MER2-Tigger elements occupying 1.02% of the genome).

In the human lineage, DNA transposons have not been active for ~40–50 My (Lander et al. 2001; Pace and Feschotte 2007). In contrast, they are known to have been more recently or still active in several other tetrapod species, for example, in green anole lizard and African clawed frog. In some of these species, DNA transposons were apparently acquired by horizontal gene transfer (Pace et al. 2008). Recently, active DNA transposons have also been found in the genome of the little brown bat (Myotis lucifugus). Ray et al. (2007) discovered six recently active nonautonomous (not encoding all proteins needed for transposition) hAT families in the little brown bat lineage. Subsequently, a more comprehensive characterization of bat TEs was reported (Ray et al. 2008), identifying seven additional DNA transposon families with signs of recent activity (during the last 40 My) and estimating that at least 3.5% of the Myotis genome is derived from DNA transposons. Furthermore, Mitra et al. (2013) showed that the piggyBac1_MI family (named piggyBat), a member of the cut-and-paste piggyBac superfamily, likely represents the youngest DNA transposon family in the bat genome holding intact coding and cis-acting transposase sequences. Importantly, they demonstrated transpositional activity of this element in bat, human, and yeast cells.
Helitrons, a class of copy-and-paste elements, are abundant in the bat lineage. Pritham and Feschotte (2007) estimated that at least 3% of the M. lucifugus genome is made of Helitron elements. The bulk of Helitrons amplified in the vesper bat (also known as common bat, family Vespertilionidae) lineage 30–36 Ma. The Helitron-encoded replication initiator and replicate protein (RepHel) was reconstructed bioinformatically, and was found to resemble that encoded by plasmids, single-stranded DNA viruses, and bacterial transposons utilizing rolling-circle replication for their amplification (Kapitonov and Jurka 2007b). Therefore, the current model of Helitron transposition site is based on bacterial rolling-circle transposons (Kapitonov and Jurka 2007b). Two characteristics of the Helitron integration site have been recognized, that is integration between AT or TT nucleotides at T-rich sites, and no duplication of the host sequences (Kapitonov and Jurka 2001, 2007a).

Several studies of human and mouse cell lines, as well as of transgenic mice, have been conducted to investigate the integration preferences of cut-and-paste DNA transposons in mammalian genomes. These include ex vivo and in vivo assays for three active transposon systems: Sleeping Beauty (SB), a member of the Tc1/mariner superfamily reconstructed from degenerated elements originally isolated from fish (Vigdal et al. 2002; Liu et al. 2005); piggyBac, the founder of the piggyBac superfamily, isolated from and naturally active in the cabbage looper moth (Ding et al. 2005); and Hsmar1, a reconstructed active representative of the Tc1/mariner superfamily (Miskey et al. 2007). SB showed a propensity to integrate near microsatellite repeats (Yant et al. 2005). Several studies also observed the integration of SB and some Tc1 elements in a consensus AT palindrome (Luo et al. 1998; Vigdal et al. 2002; Carlson et al. 2003; Ivics et al. 2004; Liu et al. 2005). This likely reflects transposase sequence recognition specificity or a DNA bendable structure requirement for the integration site (Vigdal et al. 2002).

Another approach to study TE integration/fixation preferences is to analyze the distribution of TEs (stratified by ages or subfamilies) in the genome of a given species together with functional and sequence annotations of this genome. This strategy was recently utilized by Kvikstad and Makova (2010) who focused on LINE and SINE integration preferences in a comparative analysis of primate genomes. Particularly, they used a multiple linear regression (MLR) approach (Kutner et al. 2005), where the response variable was the counts of each category of TEs per genomic window, and the predictors were a diverse list of sequence features measured in the same windows. The resulting models indicated an association of TE counts with, among other predictors, L1 target site sequences, 13-mer genome instability sequences, GC content, and highly conserved elements. This statistical approach effectively unveiled genomic landscapes that were not previously implicated in the integration/fixation of TEs.

In general, most studied TEs have a nonuniform distribution along and among chromosomes (Hua-Van et al. 2011). For instance, some types of TEs are abundant in constitutive heterochromatin (e.g., centromeres and telomeres), and other types show a propensity to collocate with other TEs or to reside in gene-poor regions. One of the best examples of interchromosomal variation is an observation that young Alu elements are enriched in the human Y chromosome (Jurka et al. 2002, 2004). Some of these genomic landscapes have been described in detail for specific DNA transposon subfamilies, for example, integration preference depending on the DNA conformation in the case of SB and P element (Liao et al. 2000; Vigdal et al. 2002; Geurts et al. 2006; Linheiro and Bergman 2008), on the vicinity of transcriptional units for P element in Drosophila (Ryder and Russell 2003) and piggyBac, SPIN and TcBuster studied in HeLa cells (Li et al. 2013), on a particular DNA sequence (i.e., TA repeats for SB, A/TCCG for Ac element [Becker and Kunze 1997], CGGTG or GTGCG for Hobo [Kim et al. 2011]), on nucleosome-free regions in combination with a particular nucleotide sequence for Hermes (Gangadharan et al. 2010), and even on replication origins as exemplified by P element (Spradling et al. 2011).

To the best of our knowledge though, no study so far has produced a comprehensive genome-wide analysis of the integration and fixation preferences of DNA transposons. A study of this kind can clarify many aspects of integration, which could be important for the use of DNA transposons in mutagenesis and genome engineering applications, including DNA delivery for gene therapy (Hackett et al. 2007, 2009; Ivics and Izsvák 2010; Ivics et al. 2010). Moreover, studying integration preferences in recent events and investigating how the genome adapts to the introduction and further expansion of DNA transposons is important evolutionary questions. Bat genomes provide an excellent opportunity to address these questions; DNA transposon integrations have been hypothesized to be an important influence on the bat lineage diversification into > 100 species in a short time frame (Ray et al. 2007).

Here, using the abundant functional annotation of the human genome (Karolchik et al. 2003; Dreszer et al. 2012; Meyer et al. 2013) and performing an extensive genome sequence mining for the little brown bat, we present detailed analyses of the DNA transposon distributions for these two species. In addition, we evaluate two ex vivo data sets—piggyBat (Mitra et al. 2013) and SB (Ammar et al. 2012) integrations in HeLa cells—where we can observe de novo integration preferences essentially in the absence of natural selection. We use statistical regression approaches to investigate whether and how the genomic landscape in the vicinity of DNA transposons contributes to the integration/fixation of these elements. The human case is important because, notwithstanding numerous studies of other TEs (Mager and Medstrand 2005; Cordaux and Batzer 2009; Britten 2010; Kvikstad and Makova 2010; Levy et al. 2010), it remains underexplored from the DNA transposons perspective. Moreover, human DNA transposons have been inactive for the past 40 My, while bat ones remained active; therefore, contrasting human and bat DNA transposon distribution features allows us to evaluate the influence of post-integration selection forces that are expected to be particularly evident in the former but less influential in the latter genome. The bat genome also hosts copy-and-paste elements (the Helitrons), which are absent in the human genome. Our analyses suggest...
that genomic features play a significant role in determining DNA transposon distributions and allow us to unravel integration mechanisms and/or fixation processes—both in human and in bat.

**Results**

**Human DNA Transposons**

The genomic coordinates for the two most abundant human DNA transposon superfamilies, the cut-and-paste Tc1/mariner and hAT superfamilies, were downloaded from the UCSC Genome Browser (Kent et al. 2002; Dreszer et al. 2012; Meyer et al. 2013). Specifically, we considered the Tigger family (~49,663 primate-specific elements, 64–80 My) from the Tc1/Mariner superfamily, and the Charlie family (~158,277 eutherian-specific elements only, 80–150 My) from the hAT superfamily (supplementary table S1, Supplementary Material online) (Pace and Feschotte 2007), restricting our attention to elements with lengths above 80 bp, as such elements can be identified with high confidence (Wicker et al. 2007). Table 1 shows the counts of human DNA transposon families analyzed. For subsequent statistical analyses, we partitioned the genome into 1-Mb nonoverlapping windows (2,787 in total), each containing on average 18 (range = 0–53) and 57 (range = 0–317) elements from the Tigger and Charlie data sets, respectively. Substantial variation in counts and coverage by these elements, per window, was observed in the genome (supplementary fig. S1 and table S2, Supplementary Material online).

**Human Genomic Features**

The premise of our study is that the genomic landscape can affect integration and/or fixation preferences for TEs. Thus, for each 1-Mb window considered, we computed a set of 36 potentially relevant genomic features (supplementary table S3, Supplementary Material online)—some of these were previously shown to be associated with integration of certain types of DNA transposons by experimental assays, and others were implicated in the integration and/or fixation of other TEs abundant in the human genome (see citations in supplementary table S3, Supplementary Material online). Based on the molecular mechanism or sequence/conformation of DNA that could be implicated in their effects, these 36 features can be classified into categories of DNA conformation (non-B structure), DNA sequence, regulation and expression, recombination, chromosome structure, and replication timing (supplementary table S3, Supplementary Material online). Similar to Fungtammasan et al. (2012), we used hierarchical clustering with Spearman’s rank correlation to remove some strongly correlated features, restricting attention to a final group of 28 features (table 2 and supplementary fig. S2, Supplementary Material online). Before running the regression analyses described below, we eliminated windows with outlying values for one or more genomic features based on histograms and scatterplots against transposons coverages or counts; this left us with 2,566 windows (the regression for Tigger coverages actually employed 2,486 windows as additional windows appeared as outliers; supplementary table S2, Supplementary Material online).

**Regression Analysis for DNA Transposon Coverage in the Human Genome**

Following an approach similar to that in Kvikstad and Makova (2010), we used MLR to study the DNA transposon coverage (response), that is, the proportion of each 1-Mb window occupied by these elements, as a function of the 28 genomic features (predictors) measured in the same 1-Mb windows. The final MLR models explained 42.74% (11 significant predictors) and 31.96% (8 significant predictors) of the response variability for the Charlie and Tigger data sets, respectively (supplementary table S4, Supplementary Material online). Predictor contributions were quantified by means of the Relative Contribution to Variability Explained (RCVE) coefficient (Kelkar et al. 2008) and represented visually through a heatmap (fig. 1 and P values in supplementary fig. S3, Supplementary Material online).

Predictors with strong positive effects in the Charlie model included SINE count (RCVE 21.60%), L1 target sequence count (RCVE 7.75%) and telomere hexamer sequence count (RCVE 3.84%). Of lesser significance were recombination hotspots count, LINE count, and tridf motif count (supplementary table S4, Supplementary Material online). The Tigger model also included L1 target sequence (RCVE 15.88%) among the strongest positive predictors. In addition, SINE count, LINE count, and RNA polymerase occupancy showed positive effects on Tigger (supplementary table S4, Supplementary Material online).

The predictor with the strongest negative effect in the Charlie model was A-phased repeat content (RCVE 10.09%). Other predictors with negative effects on Charlie were CpG islands count, distance to telomere, inverted repeat content, and TRF content—all with RCVE <1.32% (supplementary table S4, Supplementary Material online). In the case of Tigger, four predictors—most conserved elements count, inverted repeat, and tetrancleotide and trinucleotide content—had negative effects with small RCVEs—all below 2% (supplementary table S4, Supplementary Material online).

---

**Table 1. DNA Transposons Identified by Data Set Name and Number of Elements Used in the Regression Analyses after Removing Outliers.**

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Class/Superfamily</th>
<th>Genome</th>
<th>Number of Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charlie</td>
<td>hAT</td>
<td>Human</td>
<td>146,171</td>
</tr>
<tr>
<td>Tigger</td>
<td>TcMar</td>
<td>Human</td>
<td>46,177</td>
</tr>
<tr>
<td>hAT</td>
<td>hAT</td>
<td>Bat</td>
<td>90,412</td>
</tr>
<tr>
<td>TcMar</td>
<td>TcMar</td>
<td>Bat</td>
<td>20,215</td>
</tr>
<tr>
<td>Helitron</td>
<td>Helitron</td>
<td>Bat</td>
<td>189,764</td>
</tr>
<tr>
<td>piggyBat</td>
<td>piggyBac</td>
<td>Bat</td>
<td>79,711</td>
</tr>
<tr>
<td>SB</td>
<td>TcMar</td>
<td>Human</td>
<td>53,670</td>
</tr>
</tbody>
</table>

*These numbers might represent overestimation because of fragmented elements due to nested integrations.*
Table 2. Significant Predictors (and Their Sources) in the Regression Analyses of Human, Bat, and Ex Vivo Integrations of DNA Transposons.

<table>
<thead>
<tr>
<th>Category</th>
<th>Predictor</th>
<th>Studied in Human, piggyBat and SB</th>
<th>Studied in Bat</th>
<th>Measure (transformation)</th>
<th>Source</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DNA conformation</strong></td>
<td>A-phased repeat</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Cer et al. (2011)</td>
<td>Runs of four or more As or Ts without the flexible TpA step (Rohs et al. 2009)</td>
</tr>
<tr>
<td></td>
<td>Direct repeat</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Cer et al. (2011)</td>
<td>Two tracts of 10–50 nt separated by 0–5 nt that have the same composition</td>
</tr>
<tr>
<td></td>
<td>G-quadruplex repeat</td>
<td>X</td>
<td>X</td>
<td>Count (log10) for human, content for bat</td>
<td>Cer et al. (2011)</td>
<td>Four blocks, with the same number of G bases (3 to 7), separated by 1–7 nt</td>
</tr>
<tr>
<td></td>
<td>Inverted repeat</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Cer et al. (2011)</td>
<td>Two consecutive DNA sequences (10–100 nt long) separated by 0–100 nt that are palindromic on the same strand. They may fold back and generate double helices</td>
</tr>
<tr>
<td></td>
<td>Mirror repeat</td>
<td>X</td>
<td>X</td>
<td>Count</td>
<td>Cer et al. (2011)</td>
<td>Two perfect repeats of 10–100 nt separated by 0–100 nt on the same strand</td>
</tr>
<tr>
<td></td>
<td>Triplex motif</td>
<td>X</td>
<td>X</td>
<td>Count (log10)</td>
<td>Cer et al. (2011)</td>
<td>Similar to Mirror repeat but the repeat can contain only purines or pyrimidines on the same strand, the separation is at most 8 nt. These sequences can form three-stranded isoforms</td>
</tr>
<tr>
<td></td>
<td>Z-DNA repeat</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Cer et al. (2011)</td>
<td>Five or more tandem repeats, each with alternating pyrimidine–purine dinucleotide motif in which the pattern YG is maintained on one of the DNA strands. These motifs can take the Z-DNA conformation</td>
</tr>
<tr>
<td><strong>DNA sequence</strong></td>
<td>Mononucleotide STR</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Genome-wide screen</td>
<td>All repeats of one nucleotide with length &gt; 9 bp</td>
</tr>
<tr>
<td></td>
<td>Dinucleotide STR</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Genome-wide screen</td>
<td>All repeats of two nucleotide motifs with length &gt; 10 bp</td>
</tr>
<tr>
<td></td>
<td>Trinucleotide STR</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Genome-wide screen</td>
<td>All repeats of three nucleotide motifs with length &gt; 12 bp</td>
</tr>
<tr>
<td></td>
<td>Tetranucleotide STR</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Genome-wide screen</td>
<td>All repeats of four nucleotide motifs with length &gt; 16 bp</td>
</tr>
<tr>
<td></td>
<td>TRF</td>
<td>X</td>
<td>X</td>
<td>Count (log10)</td>
<td>UCSC Genome Browser</td>
<td>Repeats identified by the program Tandem Repeat Finder (Benson 1999)</td>
</tr>
<tr>
<td></td>
<td>SINE</td>
<td>X</td>
<td>X</td>
<td>Count (log10) for human, content for bat</td>
<td>UCSC Genome Browser</td>
<td>Transposable element (Short Interspersed Elements)</td>
</tr>
<tr>
<td></td>
<td>LINE</td>
<td>X</td>
<td>X</td>
<td>Count</td>
<td>UCSC Genome Browser</td>
<td>Transposable element (Long Interspersed Elements)</td>
</tr>
<tr>
<td></td>
<td>L1 target sequence</td>
<td>X</td>
<td>X</td>
<td>Count</td>
<td>Cost et al. (2002)</td>
<td>Sequence associated to target primed reverse transcription which is characteristic of L1 and Alu mobilization</td>
</tr>
<tr>
<td></td>
<td>Telomere hexamer sequence</td>
<td>X</td>
<td>X</td>
<td>Count</td>
<td>Morrish et al. (2007); Nergadze et al. (2007)</td>
<td>Sequence associated with DSB and repair by telomerases, and L1 retrotransposition as well</td>
</tr>
<tr>
<td></td>
<td>CpG dinucleotides</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>Genome-wide screen</td>
<td>Proportion of CpG dinucleotides in each window</td>
</tr>
<tr>
<td></td>
<td>Gene or exon</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>UCSC Genome Browser</td>
<td>All annotated genes or exons in these genomes</td>
</tr>
<tr>
<td></td>
<td>Most conserved elements</td>
<td>X</td>
<td>X</td>
<td>Count</td>
<td>Siepel et al. (2005)</td>
<td>Regions of the genome that contain functional elements identified by comparative genomics</td>
</tr>
<tr>
<td><strong>Expression and regulation</strong></td>
<td>Chromatin accessibility</td>
<td>X</td>
<td>X</td>
<td>Count (sqrt)</td>
<td>UCSC Genome Browser</td>
<td>Regions of the genome digested by DNAse I reflecting active chromatin</td>
</tr>
<tr>
<td></td>
<td>RNA polymerase II occupany</td>
<td>X</td>
<td>X</td>
<td>Content</td>
<td>UCSC Genome Browser</td>
<td>Regions of the genome transcribed by RNA polymerase II</td>
</tr>
<tr>
<td></td>
<td>DNA methylation</td>
<td>X</td>
<td>X</td>
<td>Count (sqrt)</td>
<td>Down et al. (2008)</td>
<td>Epigenetic modification that can modify the chromatin structure and regulate gene expression</td>
</tr>
<tr>
<td></td>
<td>CpG islands</td>
<td>X</td>
<td>X</td>
<td>Content (sqrt) for human, count for bat</td>
<td>UCSC Genome Browser</td>
<td>Regions of the genome rich in GC close to promoters</td>
</tr>
<tr>
<td><strong>Recombination</strong></td>
<td>Recombination hotspots</td>
<td>X</td>
<td>X</td>
<td>Count (log10)</td>
<td>Myers et al. (2005)</td>
<td>Predicted recombination hotspots using SNP data</td>
</tr>
<tr>
<td></td>
<td>Distance to telomere</td>
<td>X</td>
<td>X</td>
<td>Distance in bp (sqrt)</td>
<td>Genome-wide screen</td>
<td>Distance from the tip of the chromosome to each genome window defined here</td>
</tr>
<tr>
<td></td>
<td>Distance to centromere</td>
<td>X</td>
<td>X</td>
<td>Distance in bp (sqrt)</td>
<td>Genome-wide screen</td>
<td>Distance from the centromere to each genome window defined here</td>
</tr>
<tr>
<td></td>
<td>Replication timing</td>
<td>X</td>
<td>X</td>
<td>Weighted average (sqrt)</td>
<td>Ryba et al. (2010)</td>
<td>Genome-wide microarray data measuring time in which replication occurs in hESC (human embryonic stem cells)</td>
</tr>
</tbody>
</table>

*Count is the number of each feature in a particular window. Content is the fraction of a particular window that is occupied by a feature. Weighted average is used when several data intervals overlap within a window border.
Fig. 1. Effects of genomic features in various human DNA transposon models. The intensity of the color is proportional to the RCVE of each predictor in each model, and the color encodes the sign of the effect - positive in red or negative in blue. White are not significant predictors. LR, logistic regression; RS, R-squared; DE, deviance explained.
We also analyzed alternative regression models for Charlie and Tigger (supplementary table S5, Supplementary Material online), obtained via replacing some of the predictors with highly correlated predictors—based on the hierarchical clustering. For instance, when L1 target was replaced with G-quadruplex repeat content, CpG content, or 13-mer genome instability, the effects of these GC-rich predictors were negative, that is, opposite in sign to the effect of the AT-rich L1 target, as expected. Also, we did not observe notable changes when replacing SINE count with mononucleotide content, or triplex motif with \( R_n Y_n \) content (only for Charlie model). Notably, all these alternative models had similar but lower \( R^2 \) values than the main models presented in supplementary table S4, Supplementary Material online.

Regression Analysis for DNA Transposon Counts in the Human Genome

Negative binomial regression (NBR) (Zeileis et al. 2008) was used to study per-window counts of DNA transposons from the Charlie and Tigger data sets (fig. 1 and supplementary table S4, Supplementary Material online). While MLR is appropriate for coverage data, which after log-transformation are approximately Gaussian, NBR was better suited to handle our count data—which could not be easily transformed to approximate a Gaussian distribution. The final NBR models explained 46.10\% (Charlie) and 17.18\% (Tigger) of the response deviance (supplementary table S4, Supplementary Material online), and by and large revealed predictors and effect signs consistent with those of the MLR models produced above for coverage (fig. 1 and supplementary table S4, Supplementary Material online). Two predictors with negative effects emerged with NBR that were not implicated in the MLR models: dinucleotide microsatellite content (RCVE 4.03\% in the Tigger model) and distance to centromere (RCVE 0.49\% in the Charlie model). Also, \( W_n \) content was a significant positive predictor for the Charlie counts model not implicated in other regression models. Also, here we evaluated alternative NBR models obtained via replacing some of the predictors with highly correlated predictors based on the hierarchical clustering (supplementary table S5, Supplementary Material online), but failed to obtain deviations explained higher than those of the main models presented in supplementary table S4, Supplementary Material online.

Myotis DNA Transposons and Genomic Features

A total of ~1.4 Gb of the Myotis genome (out of the 2.3 Gb estimated genome size, www.broadinstitute.org, last accessed April 25, 2014) was analyzed and partitioned into 1-Mb windows (1,446 windows in total). The bat genome assembly is still fragmented in supercontigs (11,653 supercontigs with N50 = 4,281,594) and contigs (72,784 contigs with N50 = 64,330), and complete chromosomes are yet to be reconstructed. We focused on contigs that were at least 1 Mb in length. We must clarify that nonassembled regions and smaller contigs are possibly rich in TEs, so the results concerning integration/fixation presented here are limited to the regions of the genome we were able to analyze.

Using RepeatMasker 3.3.0 (Smit et al. 1996–2010), we obtained the genomic locations of TEs present in the Myotis genome (draft version with 7x coverage from the Broad Institute). We considered only DNA transposon elements longer than 80 bp, and focused our analysis on two cut-and-paste superfamilies (hAT and TcMar, considered separately), and the copy-and-paste Helitron subclass (Helitron). We found that the cut-and-paste superfamilies have high coverage: the mean 1-Mb window coverages for hAT and TcMar are 1.54\% and 0.38\%, respectively (supplementary table S6, Supplementary Material online). Moreover, the Helitron class appears to be extremely successful in the bat (mean genome-wide coverage 5.49\%) (supplementary table S6 and fig. S4, Supplementary Material online).

Because bat chromosomes are yet to be assembled, we considered only genomic features that could be extracted directly from the nucleotide sequences. For each window we computed: 1) The number of consensus sequences of L1 target insertions (Cost et al. 2002), 2) the content (fraction of a window) of microsatellites based on thresholds previously defined in the literature (mononucleotides >9 bp, dinucleotides >10 bp, trinucleotides >12 bp, and tetranculeotides >16 bp [Ananda et al. 2013]), 3) the number of telomere hexamer sequences, 4) the number of CpG islands, and 5) LINE and (separately) SINE content. In addition, the NonB-DB website was used to predict DNA conformations (Cer et al. 2011), and the exon predictions from the UCSC Genome Browser (Kent et al. 2002; Dreszer et al. 2012) were used to proxy gene content since the bat genome does not have extensive gene annotations. We used 15 out of the 16 predictors selected, as L1 target sequence was highly correlated with inverted repeats (supplementary fig. S5, Supplementary Material online). After filtering out the windows where the computed predictors had outlying values, we were left with 1,372 windows to use in our analyses of the hAT, TcMar, and Helitron groups (table 1 and supplementary table S6, Supplementary Material online).

Regression Analysis for DNA Transposons in the Myotis Genome

Following the approach described above for human DNA transposons, we utilized MLR models to study bat DNA transposon coverage as a function of predictors obtained from the genome sequence. We did not study counts of bat DNA transposons as nested integrations can overestimate unique integrations (Gao et al. 2012). Classifying elements by superfamily and isolating elements specific to the bat lineage allowed us to focus on particular integration and/or fixation preferences by each element group. The final hAT and TcMar models explained 34.23\% and 28.48\% of the response variability, respectively. The Helitron model was more powerful, with \( R^2 \) of 78.54\% (supplementary table S7, Supplementary Material online).

The models for the cut-and-paste superfamilies (TcMar and hAT) presented similarities and differences between themselves, and also in comparison to the models built for their human counterparts (see above, RCVEs on figs. 1 and 2,
P values in supplementary fig. S6, Supplementary Material online). For instance, similar to all human models, the presence of other TEs had a significant positive effect. LINEs were among the strongest positive predictors for both TcMar (RCVE 10.56%) and hAT (RCVE 8.35%), and SINE content was the strongest positive predictor for hAT (RCVE 11.8%)—although its contribution for TcMar was smaller (RCVE 1.21%). Consistently with the human MLR models (supplementary table S4, Supplementary Material online), L1 target sites had a positive effect on TcMar (RCVE 3.56%; supplementary table S7, Supplementary Material online), whereas telomere hexamer had a positive effect on hAT (RCVE 1.89%). Other predictors with significant but small positive effects on TcMar were CpG islands count (RCVE 0.77%) and direct repeat content (RCVE 0.61%). In the hAT model, Z-DNA repeat content and mononucleotide content had small positive effects (supplementary table S7, Supplementary Material online). Negative predictors for the TcMar model were also detected but their RCVEs were small (<1.47%); these included exon content, Z-DNA content, and trinucleotide content. A stronger predictor with a negative effect on hAT was mirror motif count with an RCVE of 7.52%. We considered replacing L1 target with inverted repeat in the final TcMar model since the two predictors are highly correlated in the hierarchical clustering (supplementary fig. S5, Supplementary Material online), but obtained a model with a slightly lower R-squared (supplementary table S8, Supplementary Material online).

The powerful model for Helitrons contained 11 predictors (fig. 2). Five were DNA conformation predictors—three with positive effects (direct, G-quadruplex, and mirror repeats; RCVEs 2.89%, 2.93%, and 8.90%, respectively) and two with negative effects (A-phased and Z-DNA repeats; RCVE 0.63% and 21.23%, respectively—the latter is the largest RCVE for this model) (supplementary table S7, Supplementary Material online). Three additional predictors with positive effects were L1 target sequences (RCVE 5.06%), which appear in most models considered, telomere hexamer sequences (RCVE 6.93%), and LINEs (RCVE 8.43%). Finally, three additional predictors had negative effects: SINEs (RCVE 5.78%), trinucleotide repeats (RCVE 1.38%), and exon content (RCVE 2.27%). As for TcMar, we explored an alternative regression model replacing L1 target with inverted repeat. Interestingly, this model was stronger (R² 82.52%) and less complex (nine predictors in total) than the final Helitron model. Inverted repeat had an RCVE of 24.73% in comparison to 5.06% for L1 target (supplementary table S8, Supplementary Material online). In this model, G-quadruplex repeat and trinucleotide content were not significant, but A-phased repeat, direct repeat, LINE, and SINE became stronger predictors (supplementary table S8, Supplementary Material online). We retained the original model in the main text because it is more comparable with the other models presented, however, both models can provide useful information about Helitron biology.

Ex Vivo Integrations of piggyBat and SB in HeLa Cells
Using two ex vivo experimental data sets of piggyBat (Mitra et al. 2013) and SB (Ammar et al. 2012) de novo integrations recovered from HeLa cells, we investigated the genomic landscape of integration for each of these elements using the same regression framework. Regression models here are expected to reflect integration preferences more directly because...
selection (except for selection against lethals) did not have enough time to act against TE integrations in ex vivo experiments. A total of 85,707 de novo integrations of piggyBat and 57,736 de novo integrations of SB in HeLa cells were localized into 2,766 windows along the human genome (the Y-chromosome was excluded because HeLa cells come from a female; supplementary table S2, Supplementary Material online). Only 28 and 4 of these windows were not targeted by de novo integrations of piggyBat and SB, respectively, indicating a dense distribution of integrations along human chromosomes. Moreover, the count data here, after a square root transformation, did not show overdispersion and in fact appeared approximately Gaussian (supplementary fig. S7 and table S9, Supplementary Material online). We could therefore use MLR (as opposed to NBR) to analyze square root transformed counts as a function of genomic features. After filtering for predictor outliers (see Materials and Methods), we retained 2,553 windows for use in the piggyBat and SB regressions (supplementary table S2, Supplementary Material online).

The piggyBat MLR model for counts had an R$^2$ of 19.4% (supplementary table S10, Supplementary Material online). The relevance of L1 target sequences and SINEs observed for endogenous human and bat cut-and-paste DNA elements was confirmed, with positive effects and high RCVEs (11.39% and 3.46%, respectively). In contrast to the other models, LINE count showed a negative effect (RCVE 0.37%). Non-B DNA conformations—mirror repeat and triplex motif, with negative and positive effects, respectively—were also among the significant predictors but with small RCVEs. Additionally, RNA polymerase II occupancy, which reflects active gene transcription and regulation of expression, showed positive effects and RCVEs of 4.04%. The recombination hotspots (RCVE 1.05%) and telomere hexamer predictors (RCVE 0.51%) showed once again positive effects on the integration of DNA transposons, in this case for the piggyBat superfamly (fig. 1). We must clarify, though, that we could not compare piggyBat de novo models to the endogenous piggyBac due to the low representation of the latter genome-wide in human or bat, making meaningful statistical analysis impossible.

The final SB MLR model for counts had an R$^2$ of 16.75% (fig. 1 and supplementary table S10, Supplementary Material online). This model shared four predictors with positive effects with the piggyBat model (recombination hotspots, RCVE 1.01%; RNApol II, RCVE 1.48%; L1 target sequence, RCVE 1.65%; SINE count, RCVE 1.99%). Other positive predictors were inverted repeats, LINE, replication timing, and most conserved elements—although their effects were relatively small (RCVEs range 0.61–1.65%). Among negative predictors, we found TRF and distance to telomere (RCVE 1.41% and 2.46%, respectively). When we considered alternative piggyBat and SB models obtained replacing L1 target and SINE with highly correlated predictors based on the hierarchical clustering (supplementary table S5, Supplementary Material online), we observed patterns similar to those discussed above for alternative Charlie and Tigger MLR models.

Analyses at Smaller Genomic Scale

To broaden our perspective on how genomic landscape may affect the distribution of DNA transposons, we complemented our 1-Mb analyses with analyses at a much smaller genomic scale. We divided both the human and the bat genomes in 20-kb windows, locating DNA trasposons and recomputing genomic features in such windows, and applied logistic regression using the same set of predictors as in the 1-Mb MLRs and NBRs. Logistic regression was used because in the overwhelming majority of cases 20-kb windows contain only few or no DNA transposons of interest in a regression model—thus we used as binary response capturing presence (1) or absence (0). Importantly, the smaller scale allowed us to draw more consistent comparisons with previous studies, especially for the ex vivo experiments, and to investigate whether the effects of certain genomic features are specific to scale—for example, detectable at small but not large scale, or vice versa.

The human models for Charlie, Tigger, piggyBat, and SB lost most of their explanatory power at the 20-kb scale; the deviances explained ranged from 1.05% to 3.12% (supplementary tables S4 and S10, Supplementary Material online). This may be due to a variety of factors, including smaller "signal-to-noise" ratio and larger autocorrelations across windows at smaller scales (data not shown) as well as the fact that some of the predictors, likewise the response, had to be rendered in binary fashion (i.e., presence or absence of genes, CpG islands, and recombination hotspots in any given window—see Materials and Methods) possibly losing some of their strength. Restricting attention to a subset of the windows (top 10%) with the highest TE coverage or counts did sharpen the signal and reduced some of the autocorrelations, resulting in higher deviances explained—average over 10 replicates ranging from 3.45% to 9.78% (supplementary table S11, Supplementary Material online). Figure 1 shows the predictors shared among all 10 replicates.

In general, we observed that some genomic features remained significant and showed consistent effects at large and small scales. The most relevant were L1 target sequences for all human DNA transposons, SINES, and RNA pol II for piggyBat and SB, and distance to telomere for Charlie and SB. In addition, for Charlie models, A-phased repeats, Triplex motif, and TRF also remained significant and kept the same effect sign. For Tigger models most conserved elements kept a negative effect, and for SB models LINE and replication timing kept a positive effect (supplementary tables S4 and S10, Supplementary Material online, and fig. 1).

However, as to be expected, moving from 1-Mb to 20-kb windows, several predictors that were significant at large scales but with low RCVEs lost significance—for example, CpG islands, LINE count, and distance to centromere for Charlie (supplementary table S4, Supplementary Material online). Others, in turn, acquired significance. Compared with the 1-Mb model, the 20-kb model for Charlie gained 11 predictors, three of them with high RCVEs: CpG content (5.94%, negative effect), DNA methylation (26%, positive effect), and gene content (2.41%, positive effect). Compared
with the 1-Mb model, the 20-kb model for Tigger gained seven predictors, the strongest being G-quadruplex repeat (4.04%, negative effect), DNA methylation (5.98%, negative effect), and gene content (2.32%, positive effect). The models for ex vivo data sets also gained CpG content as a significant negative predictor (RCVE 9.49% and 11.71% for piggyBat and SB, respectively). Chromatin accessibility (RCVE 10.68%) and replication timing (RCVE 5.10%) were new positive predictors for piggyBat. Finally, mirror repeat (RCVE 4.65%) and distance to centromere (RCVE 4.36%) were also among the strongest newly gained predictors for SB at the 20-kb scale (fig. 1 and supplementary tables S4 and S10, Supplementary Material online). These results must be taken with caution, as the deviations explained for the human DNA transposon models are low.

Unlike the ones for human DNA transposons, the logistic regressions for bat models at 20-kb explained high deviances (40.06% for hAT, 14.37% for TcMar, and 61.06% for Helitron), keeping an explanatory power comparable to that obtained at 1-Mb. Again, moving from the 1-Mb to the 20-kb scale modified the scenario in terms of significant predictors, with more predictors gained than lost—except for TcMar, which lost six predictors. Inverted repeat content was the most significant new predictor with positive influence for hAT (RCVE 7.5%), TcMar (RCVE 15.75%), and Helitron (RCVE 12.93%), confirming observations from alternative models evaluated above at 1 Mb (supplementary table S8, Supplementary Material online). Among the predictors that retained positive influence are LINE count for all bat models, SINE count for hAT and TcMar, telomere hexamer for hAT and Helitron, and Z-DNA and mononucleotide repeats for hAT only. On the other hand, exon content and Z-DNA kept their negative influence for Helitron models, and trinucleotide content for hAT kept its negative effect at both scales.

**Discussion**

The increasing availability of genome sequences is allowing researchers to unravel the impact of DNA transposons on the evolution of many species (Dooner and Weil 2007; Feschotte and Pritham 2007). Moreover, the utilization of DNA transposons as tools for molecular biology (e.g., the Nectera protocol for Illumina sequencing library construction) and DNA delivery vectors for gene therapy and other biomedical applications is on the rise, especially for SB (Izsvak et al. 2010) and piggyBac (integration of cassettes up to 100 kb [Burnight et al. 2012]). Although a few TEs have been studied in detail ex vivo, the current challenge is to employ bioinformatics and statistical approaches to investigate TE integration/fixation preferences genome-wide. These approaches can also extract important information from ex vivo integration data sets. In the present study, we included a comprehensive list of predictors that describe the genomic landscape of large, genome-wide collections of DNA transposons in human (~192,000 elements) and bat (~300,400 elements). Our data sets allowed us to compare and contrast DNA transposons at three distinct evolutionary time scales: Ancient inactive elements (> 40 My, in human), more recently active elements (< 40 My, in bat), and de novo insertion events of piggyBac and SB recovered in human cell culture. The features discovered in the latter data reflect predominantly intrinsic transposon integration preferences rather than the action of natural selection to fix elements differentially in the genome (similar to Wagstaff et al. [2012] for Alu integrations).

In line with previous studies, our models implicate a group of genomic landscape features as significant modulators of the integration/fixation patterns of DNA transposons in the genome (e.g., recombination hotspots, the presence of other TEs, features linked to expression, and regulation). In addition to these, we were able to identify novel predictors related to the integration/fixation of bat and human DNA transposons, such as diverse non-B DNA conformations (e.g., Z-DNA, inverted, G-quadruplex, and mirror repeats), L1 target sequences, and subtelomeric regions. Comparing human and bat models, we observed similar roles for some predictors associated with DNA conformation, presence of other TEs (Feschotte and Pritham 2007; Levy et al. 2010; Gao et al. 2012), and telomere hexamer sequences. The models for ex vivo PiggyBat and SB data also revealed integration preferences toward active transcriptional regions—as evidenced by RNApol II occupancy and other predictors (Jiang and Wessler 2001).

**Non-B DNA Conformation Predictors**

Our models identify several DNA conformation features as positive predictors at the 1-Mb scale and thus suggest that they play a significant role in shaping the genomic distribution of various DNA transposons we studied in human (e.g., triplex motif for Charlie and PiggyBac, and Inverted repeat for SB) and in bat (e.g., Z-DNA repeat for hAT, direct repeats for TcMar and Helitron elements, and mirror and G-quadruplex repeat for Helitrons). Triplex motifs can stall replication forks and cause double-strand breaks (DSBs) (Zhao et al. 2010), and these perturbations of the normal DNA structure might be employed by a transposase to facilitate new integration events in the human genome. Indeed, several DNA transposons are known to target replication forks during transposition, for example, Ac in maize (Ros and Kunze 2001), P element in Drosophila (Spradling et al. 2011), Tn7 and IS200/IS605 members in bacteria (Parks et al. 2009; Ton-Hoang et al. 2010). The conformation features significant in our bat models have been studied extensively in human cells. While direct and mirror repeats cause hairpins/cruciforms and overlap with chromosome regions undergoing somatic and germline rearrangements (Zhao et al. 2010), G-quadruplex repeats play a role in homologous recombination (Sen and Gilbert 1988) and telomere maintenance (Zhao et al. 2010). Also, Z-DNA sequences have been associated with genomic instability causing DSBs in mammalian cells (Wang et al. 2006; Zhao et al. 2010). It is conceivable that these DNA conformations and the associated processes are utilized by bat DNA transposons opportunistically to facilitate their integration and amplification in the genome.

In contrast, some other DNA conformation features appear as negative predictors in our 1-Mb models and thus may impede DNA transposon integrations. The most
significant are A-phased repeats in Charlie, Z-DNA in Helitron, and G-quadruplex in the alternative models for Charlie, Tigger, PiggyBat, and SB. A-phased repeats, or adenine tracts, cause a narrowing of minor grooves of DNA, which can be recognized by some proteins such as transcriptional activators (Barbic et al. 2003). Z-DNA repeats, which are frequently located in close proximity to transscription start sites and are stabilized during transcription, are associated with transcribed regions of the genome (Zhao et al. 2010). G-quadruplex sequences are associated with ~42.7% of human promoters and also with 3’-UTRs collaborating in transcription termination (Huppart and Balasubramanian 2007; Zhao et al. 2010). It is therefore plausible that selection might work against maintaining DNA transposons in regions of the genome rich in A-phased repeats, Z-DNA, and G-quadruplex. Moreover, we identified negative effects for mirror repeats in the bat hAT and piggyBat models, and for inverted repeats in Charlie and Tigger models. Some of these repeats promote repair of DSBs by homologous recombination, for example, inverted Ty elements in yeast (Downing et al. 2008), which is counterproductive for DNA transposon expansion (see below) and might explain their negative effects. An exception here might be the ex vivo integrations; inverted repeats had positive effect in the SB model—possibly due to lack of strong selection on these recent integrations (in human and to a lesser extent in bat, our observations reflect both integration and fixation preferences).

The complementary analysis conducted using 20-kb windows revealed that the most important predictors for Charlie (i.e., A-phased and inverted repeats), hAT (i.e., Z-DNA repeat), and Helitron (i.e., mirror and Z-DNA repeat) models preserved their effects at this scale, though their RCVEs were smaller than at the 1-Mb scale. Therefore, we have evidence that these DNA structures are essential for integration of the corresponding DNA transposon superfamilies or families, with effects that remain detectable and consistent when observed at various scales. Moving to a smaller genomic scale, we also observed changes in the sign of the effects for a few predictors in the hAT, Helitron, and Tigger models—but the RCVEs of these predictors decreased substantially in comparison to the 1-Mb analysis. Important new predictors detected as significant at the 20-kb scales were G-quadruplex in all human models and in the TcMar bat model, and inverted repeats in all bat models. At a small genomic scale, G-quadruplex repeats appear to be important structures that impede integration of elements from the above mentioned families, while inverted repeats appear to foment integration in the bat genome.

Our results support the importance of non-B DNA conformations to the binding and/or catalytic activity of transposases (Geurts et al. 2006). In fact, there is evidence that DNA conformation characteristics contribute to the identification of potential integration sites for P elements (Liao et al. 2000; Bergman and Quesnevich 2007; Linheiro and Bergman 2008) and SB transposons (Liu et al. 2005). In vivo, non-B DNA conformations are known to form during replication, transcription, repair, and recombination, explaining the relevance of such conformations to disease (Cer et al. 2011). Based on the effects we were able to ascertain for de novo integrations of piggyBat and SB, we conjecture that their involvement is also plausible for DNA transposon integrations. We note that methodologies like the one developed to study transposition catalyzed by RAG recombinase (Posey et al. 2006) can be applied in future studies to experimentally validate the effects of diverse DNA conformations on integrations, as suggested by our models. At the same time, the role of non-B DNA conformations for older events is likely to also reflect selection.

**Sequence Predictors: Telomere Hexamer Sequences and CpG Content**

We observed a positive effect of the telomere hexamer sequence predictor in the Charlie, hAT, Helitron, and piggyBat models, with the strongest effect in the Helitron model at the 1-Mb scale. The analysis at 20-kb scale confirmed a positive effect in these models, detected a positive effect also for Tigger and a small negative effect for TcMar in the bat. Telomere hexamer repeats, (TTAGGG)$_n$, are the characteristic of DSB repair by telomerases at chromosome ends and internally (i.e., at interstitial telomeric sequences—ITS), as well as of telomerase-dependent RNA retrotransposition and of noncanonical L1 integrations (Morrish et al. 2007; Nergadze et al. 2007). Short ITSs are distributed throughout mammalian chromosomes (Lin and Yan 2008) and have been implicated as hotspots for chromosome breakage, recombination, DNA repair, and even regulation of gene expression (Lin and Yan 2008). The significance of telomere hexamer in our models could reflect retrotransposition of L1s (as this sequence is associated with noncanonical L1 integrations) and colocalization of DNA transposons with them (see below).

CpG content was a highly significant negative predictor in the 1-Mb alternative models analyzed for Charlie, Tigger, and PiggyBat. This observation was confirmed at the 20-kb scale. Therefore, regions with fewer CpGs presented more DNA transposons, consistent with positive effects of AT-rich predictors (e.g., L1 target sequence).

**Recombination**

Recombination hotspots were a positive predictor in human Charlie, piggyBat, and SB models at the 1-Mb scale, and also at 20-kb scale for Charlie. Even though the RCVEs were low (0.48–1.70%), this suggests a potential involvement of recombination in the expansion of DNA transposons—echoing findings by Myers et al. (2005) who discovered a strong over-representation of two retrovirus-like retrotransposons (THE1A and THE1B) in genomic regions enriched in recombination hotspots. In Caenorhabditis elegans, DNA transposons were associated with high recombination chromosomal regions which could be explained by requirements of the transposition mechanism (Duret et al. 2000). It has been shown that DNA transposons can make use of homologous recombination to increase their copy number (e.g., P element in Drosophila, Tc1 in C. elegans, Ds element and MuDR in maize) (Engels et al. 1990; Plasterk 1991; Hsia and Schnable 1996; Rubin and Levy 1997). Therefore, this predictor might
indeed reflect integration preferences, especially for Charlie elements in the human genome. Lack of data prevented us from evaluating this predictor in the bat models.

Location on the Chromosome
Our models indicate that regions of the human genome located in the proximity of telomeres contain more Charlie elements and ex vivo SB integrations at both large and small genomic scales. We also detected a weak negative effect of the distance to centromere for Charlie at the 1-Mb scale. To the best of our knowledge, this is the first report of chromosomal position bias for human DNA transposons, although positional preference was well documented in *Dictyostelium discoideum* (20% of total centromere length) (Glockner and Heidel 2009).

Hua-Van et al. (2011) proposed that subtelomeric and peri-centromeric regions are enriched in TEs in a great variety of species, potentially due to relaxed selection on these regions. Some examples include the telomeres of chromosome 3 (500 Mb) and 4 (400 Mb) from the short-tailed opossum that are almost completely comprised of ERV and LTR sequences (Gentles et al. 2007). A contrasting case is evidenced by *Drosophila*, where telomeric retrotransposons have taken over the function of telomere maintenance (Villasante et al. 2007). A more recent example of specialized chromosomal localization in the primate lineage is represented by the LAVA element that has expanded (600–1,200 copies) in the centromere of the hoolock gibbon (Carbone et al. 2012). Therefore, TEs may occupy certain portions of the chromosome due to selection and may influence chromosome structure.

LINEs and SINEs
We found that most human and bat DNA transposons are located in regions with high numbers of LINEs and SINEs (piggyBat elements were positively associated only with SINEs, and Helitrons with LINEs but not with SINEs). These effects were mostly consistent at large and small genomic scales. For the vast majority of human DNA transposons, the integration explosion happened before the expansion of LINE and SINE elements (Batzer and Deininger 2002; Pace and Feschotte 2007; Cordaux and Batzer 2009), therefore the effects captured in our models reflect mostly co-localization and not causation of integration. Unfortunately the bat genome lacks extensive annotation and dating of retrotransposons, preventing us from drawing sensible age-related interpretations. Nevertheless, for a few endogenous elements and ex vivo data in human (i.e., the SB integrations) and for the younger elements we consider in the bat, our models may be detecting different mechanisms in action. One could be the mechanism of nested integrations—an important aspect of TE biology (Levy et al. 2010). Gao et al. (2012) observed that DNA transposons tend to be the preferred insertion sites for other TEs, except for Helitrons, which experience fewer nesting events and nested less into other TEs. Yang and Bennetzen (2009), on the other hand, observed that Helitrons have a preference to integrate within themselves. An investigation of human TEs by Levy et al. (2010) indicated that L1s suffer the most integrations into themselves, and that AluSxs integrate preferentially in DNA transposons of the Charlie family. Gentles et al. (2007) found that genome regions hosting nested integrations may be protected from deletion, with further integrations seldomly removed or selected against. These regions may also be “safe havens” where TE integrations do not damage the host genome (Levin and Moran 2011).

In all of our models (except hAT) L1 target sites had significant positive effects. These sites are a signature of LINE and SINE integrations, as they are characteristic of the target primed reverse transcription mechanism used by such elements to retrotranspose (Cost et al. 2002). The significance of L1 target sites in our models partially reflects the colocalization of DNA transposons with LINEs and SINEs. In addition, the L1 target sequence (i.e., TTTTAA) contains the motif that has been previously associated with insertion site preferences for different TcMar superfamilies—including piggyBac and hAT elements in bats (Feschotte and Pritham 2007; Ray et al. 2007; Li et al. 2013), as well as piggyBat (Mitra et al. 2013). The positive effects of LINEs, SINEs, and L1 targets on de novo and old integration events in our analyses support a bias for integration close to other TEs in both the human and bat genomes.

The Potential Involvement of DSBs
Some predictors that may be involved in producing or fixing DSBs, caused either by special DNA conformations (e.g., triplex motif, G-quadruplex repeats, and Z-DNA) or enzymatic reactions (telomere hexamer repeats and L1 target sequence) are prominent in our models—particularly for the most prolific Helitrons. DSBs that recruit the host machinery to be repaired might also stimulate integration of DNA transposons. This was observed for Tn7 (a bacterial DNA transposon), in which induction of DSB incited new integrations in adjacent chromosomal areas (Peters and Craig 2000). According to Peters and Craig (2000), to localize integration sites, Tn7 transposase recognizes either DSB directly or some repair components on the DSB. Another line of evidence comes from the interaction of Drosophila Ku70 and BLM (helicase) proteins to resolve DSBs, through nonhomologous end joining caused by P element excision (Min et al. 2004). Moreover, it is known that one of SB DSB repair mechanisms needs direct interaction of Ku protein with the transposase (Izsvák et al. 2004). L1 endonucleases can induce DSB frequently and cause genome instability (Hedges and Deininger 2007), which could also be associated with DNA transposon expansion. The evidence we gathered with our analyses therefore warrants confirmation in ex vivo assays, as it suggests a novel mechanism not previously investigated for eukaryotic DNA transposon mobilization.

DNA Methylation
We observed a strong positive effect of DNA methylation at the 20-kb scale for Charlie, piggyBat, and SB, but negative effect for Tigger. It is known that methylation at CpG dinucleotides is used by host genomes to control expansion of TEs...
(Oliver and Greene 2009) and this might be the effect we are capturing for the old elements. However, DNA methylation is also important in transcriptional start sites and exonic regions which showed to be relevant for the ex vivo data sets (Down et al. 2008).

**Replication Timing**

Replication timing was a significant predictor for ex vivo integrations at the 20-kb scale, and also at the 1-Mb scale for SB. This suggests that late replicating areas of the genome are targeted for integration. It was observed for P element in Drosophila that movement of the elements is coordinated with replication sites as this increases the copy number of the element through homologous repair of the excision site (Spradling et al. 2011). It is also known that early replicating regions of the genome are GC-rich, gene dense (Woodfine et al. 2004) and have high transcription levels (Ryba et al. 2010). A word of caution must be raised here since replication timing differs among cell types—in our data ex vivo integrations were studied in HeLa cells, while replication timing measures were generated in hESC (Ryba et al. 2010).

**Potential Selection**

Most conserved elements were a significant negative predictor at both large and small genomic scales for Tigger and at the 20-kb scale for Charlie—similar to our previous findings concerning L1s (Kvikstad and Makova 2010). The opposite was observed at 1-Mb scale for SB. This suggests a role of natural selection in the localization of TEs avoiding their fixation into or close to cis-regulatory sequences (Siepel et al. 2005), but not for recent integrations. Indeed, it was previously demonstrated that conserved sequences have a negative association with the fixation frequencies of some TEs (including hATs) in the human genome (Sironi et al. 2005; Sironi et al. 2006).

We used CpG islands as a proxy for genic and expressed regions of the genome because they occur near or within proximal promoters (Ioshikhes and Zhang 2000). In the Charlie models, CpG islands had a significant negative effect at the 1-Mb scale. This is consistent with other studies (Li et al. 2013) where DNA transposons were shown to avoid integration or be less likely to become fixed in genic and actively transcribed areas of the genome. In contrast, CpG islands had a small positive effect on TcMar at the 1-Mb scale and on piggyBac and SB ex vivo at the 20-kb scale. This is consistent with observations that some DNA transposons have in vivo integration preference for gene-rich regions (Wilson et al. 2007; Bellen et al. 2011). Additional positive predictors were RNA polymerase II occupancy (which localizes at actively transcribed genes) for Tigger, piggyBac, and SB at both scales; chromatin accessibility (which reflects active regions of the genome) for Charlie and piggyBac models at the 20-kb scale; and gene content for all models except TcMar and Helitron (not significant for SB). Consistent with Ammar et al. (2012) we did not find any bias of SB integrations toward genes or open chromatin. Similar to Mitra et al. (2013), we also observed a peculiar integration preference toward actively transcribed genes for piggyBac—reflected by the RNA polymerase II occupancy. Such pattern was reported previously for piggyBac (Handler 2002) and P element—which integrate in promoter regions of genes actively transcribed in the germline (Ryder and Russell 2003; Spradling et al. 2011).

Mammalian DNA transposons are difficult to study in vivo due to the fact that in most mammals these elements are less active (and even dead) compared with other TEs. Nevertheless, by applying rigorous statistical methods, we were able to extract valuable information that improves our understanding of the biology of these intriguing elements. A better knowledge of site integration preferences can aid in the design of gene therapy strategies and insertional mutagenesis assays. Moreover, our analysis pipeline can be reproduced for other genomes, such as those made available by the Genome 10K Project (Genome 10K Community of Scientists 2009)—further refining the evidence and perspectives presented in this article.

**Materials and Methods**

**DNA Transposons Data in Human**

We obtained the location of every DNA transposon in the human genome version hg19 from the UCSC Genome Browser, which contains the most recent masking information available. These were then lifted-over to hg18 with Galaxy (Giardine et al. 2005; Blankenberg et al. 2010; Goecks et al. 2010) because most genomic features and annotations are available on this version of the genome. Since the best-described elements are the members of the superfamilies TcMar and hAT, we focused on them, further restricting our attention to ~208,000 elements in the superfamilies longer than 80 bp (Wicker et al. 2007). These were analyzed as counts (number of elements) and coverages (fraction of a window) based on a subdivision of the genome into nonoverlapping 1-Mb windows (a total of 2,787 including sex chromosomes). Some elements of these classes were accurately dated (Pace and Feschotte 2007) and are considered to be primate- and eutherian-specific. Thus, these groups of elements allowed us to evaluate whether some genomic features are important for a particular timing of integration and family. Supplementary table S1, Supplementary Material online, provides a complete list of the elements under consideration (nomenclature from Repeat Masker) and their total counts.

**Genomic Features in Human**

A total of 36 genomic features (supplementary table S3, Supplementary Material online) were considered as potentially affecting the process of integration and/or fixation of DNA transposons. Each was obtained from the UCSC Genome Browser (Kent et al. 2002; Dreszer et al. 2012) or from previous publications using the hg18 version of the human genome. All features were evaluated for normality, and transformed to approximate it where necessary (table 2). To remove outliers, we generated scatterplots of each predictor against the response variable and identified extreme data points. In addition, to improve the efficacy of
Regression Analyses in Human

For the MLRs in each of the classes under consideration, we started by evaluating transformations that would approximate normality of the coverage response. For Charlie and Tigger data sets, we applied a logarithmic transformation (base 10) after shifting coverage by a very small amount (+0.0001) in every window (some windows contained no Charlie and/or Tigger DNA transposons, thus having a coverage of 0). To select predictors, we applied the best subset procedure based on the Akaike Information Criterion (AIC). Variance inflation factors were checked and influential outliers (detected with Cook’s distance) were removed at each stage—rendering data sets of 2,566 or more windows (92% of the initial data set). The $R^2$ was used to capture the explanatory power of each model considered, and various diagnostic plots (residuals, case influence, Q-Q, and spread level [Hoaglin et al. 1983; Fox 1997, 2008; Fox and Weisberg 2011]) were utilized to evaluate the performance of the models at each step of the process. We also ran models substituting some of the predictors with other predictors highly correlated with them (in other words, we changed some of the “representative” features for the clusters described before). We found that our main results were robust to these “swaps.”

We also utilized NBRs to model count responses as a function of the genomic features. The Negative Binomial framework (Zeileis et al. 2008), in addition to allowing zero response values (which do occur for DNA transposons counts in 1-Mb windows), can deal with over-dispersion (variance exceeding mean) that we do observe in our data sets (supplementary fig. S2, Supplementary Material online). From each such cluster, we took one “representative” feature, thus restricting attention to 28 (out of 36) predictors characterized by relatively low linear dependencies (table 2).

All statistical analyses were performed in the R environment (Team 2011), using the packages MASS (Venables and Ripley 2002), BiodiversityR (Kindt and Coe 2005), bestglm (McLeod and Xu 2010), and car (Fox and Weisberg 2011). RCVEs and $P$ values (fig. 1 and supplementary fig. S3, Supplementary Material online) were represented graphically in heatmaps, using the package pheatmap (Kolde 2013).

Data and Analyses for the M. lucifugus

The second version (7x coverage) of the little brown bat genome (M. lucifugus) was released in 2010 (www.broadinstitute.org). Using RepeatMasker 3.3.0 (Smit et al. 1996–2010), we were able to extract the genomic locations of all TEs known in the bat plus additional annotations from previous publications (Pace et al. 2008; Ray et al. 2007, 2008; Gilbert et al. 2010; Mitra et al. 2013; Zhuo et al. 2013). As described above for human, we restricted attention to elements larger than 80 bp and apportioned them to 1-Mb nonoverlapping windows along the bat genome. We focused on superfamilies highly represented in this species, as well as on elements that are considered to be bat-specific and have experienced a recent explosion of integration. The classes considered were: hAT (~94,048 fragments/elements), TcMar (~21,400 fragments/elements), and Helitron (~203,205 fragments/elements; supplementary fig. S4, Supplementary Material online, shows their distributions). In terms of predictors, we computed 16 sequence-related genomic features (table 2) using our own scripts, by computational prediction using NonB-DB website (Cer et al. 2011), or downloading the information from Ensembl (Hubbard et al. 2007) and UCSC (Dreszer et al. 2012; Kent et al. 2002). As for human, we filtered out windows with outlying predictors values, thus restricting ourselves to 1,372 windows (~95% of all 1-Mb windows). We then ran only the MLR for coverage in every class of elements, since counts could be overestimated by nesting events (Gao et al. 2012).

Ex Vivo Integrations of piggyBat and SB

PiggyBat and SB integrations in HeLa cells were obtained from Mitra et al. (2013) and Ammar et al. (2012), respectively. These data sets correspond to the control assays in their experiments. The genomic coordinates of all de novo integrations were used to compute count responses in 1-Mb windows of hg18. We removed windows from the Y-chromosome, as HeLa cells are derived from a female. Few windows did not experience integrations (28 for piggyBat, and 4 for SB). Moreover, both data sets did not show overdispersion, and in fact were approximately normally distributed after square root transformation. Therefore, we applied to transformed counts in the ex vivo data sets the MLR workflow described above. A total of 85,707 integrations for piggyBat, and 57,736 for SB were studied in 2,766 windows of hg18 (supplementary fig. S7, Supplementary Material online, shows their distribution). As for the other regressions, we removed windows with predictor outliers based on scatterplots thus 2,553 windows were used in the analyses.
Analyses at the 20-kb Scale

We complemented our 1-Mb analyses with analyses conducted on much smaller, 20-kb windows—142,630 on the human genome and 69,151 in the bat genome. We used a logistic regression approach because at the 20-kb scale almost half of all windows contained no DNA transposons, and the other half contained only one or a few elements—making a binary response appropriate (0 = absence, 1 = presence). We used the same predictors as in the 1-Mb analyses but predictor transformations (to regularize their distributions) were not necessary here—except for some predictors that showed dramatically bimodal distributions. We dealt with these through binarization like we did for the response. For the human genome, we encoded in binary format (presence/absence) gene content, CpG islands, and recombination hotspots; for the bat—exon content and CpG islands. We utilized the same preprocessing pipeline, performing hierarchical clustering to select a subset of nonredundant predictors (supplementary figs. S8 and S9, Supplementary Material online) and removing outliers—which led to retaining 130,815 and 66,433 windows for the human and bat analyses, respectively. Best subset selection was again performed to identify the best predictors for each model. Deviance explained and RCVEs were obtained for each of the models (supplementary tables S4, S7, and S10, Supplementary Material online, and figs. 1 and 2, P values in supplementary figs. S3 and S6, Supplementary Material online). To refine our human models, we collected the top 10% windows with most counts or highest content of elements, and contrasted them to the same number of empty windows picked up at random and replicated 10 times (supplementary table S11, Supplementary Material online). We followed the same workflow mentioned before to generate the best logistic regression models.

Supplementary Material

Supplementary tables S1–S11 and figures S1–S9 are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals.org/).
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